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ABSTRACT 
 

Measuring phenotypic parameters is important in evaluating the productivity of sugarcane. 

Existing manual measurements are considered less efficient, so a better alternative method is 

needed. This research aims to explore the potential of using multispectral drone imagery and 

machine learning to estimate phenotypic parameters of sugarcane plants that are efficient, 

accurate, inexpensive, and support sustainable agricultural practices. Spectrum data 

captured by drones, namely Green, Red, RedEdge and NIR are used as inputs to estimate 

phenotypic parameters including brix value, number of stands, stem diameter, and plant 

height. Based on the results of machine learning model development, the ANN algorithm 

model is most effective in predicting Brix Value with R2 0.74 and RMSE 0.06 and number of 

stands with R2 0.68 and RMSE 2.13. All models could not predict stem diameter and plant 

height well. The best model to predict plant height was obtained by RF algorithm with R2 

0.53 and RMSE 14.09. SVR algorithm was the best model to predict plant diameter with R2 

0.39. and RMSE 0.49. This indicates that the effectiveness of an algorithm depends on the 

specific parameter being predicted and there is no dominant algorithm for all phenotypic 

parameters. 

1. INTRODUCTION 

Sugarcane is one of the main plantation commodities in the Indonesian agribusiness sector. According to the report of 

the Central Statistics Agency (BPS, 2023), the sugarcane plantation area reached 490.01 thousand hectares, with its 

management divided into State Large Plantations (PBN), Private Large Plantations (PBS), and People's Plantations 

(PR) . In the context of the Indonesian economy, sugarcane is in fourth place in the list of strategic agricultural 

commodities, after rice, animal products, and oils and fats, which have a market contribution of 6.7 percent (Magfiroh 

et al., 2017). Over the past five years, sugar production in Indonesia has shown a positive trend with an annual 

increase of more than 3.5%, reaching 2.42 million tons (Pusdatin, 2022). The quality and quantity of sugarcane 

production are greatly influenced by various phenotypic parameters of the plant, such as sugar content in sugarcane 

plants (brix or pol value), number of stands, stem diameter, and plant height (de Oliveira et al., 2022). Conventionally, 

the measurement of these parameters is done manually. This process is not only time-consuming and labor-intensive, 

but also has the potential to damage plants (Wahyuni et al., 2023). In addition, the development of non-destructive 

methods for measuring phenotypic parameters of sugarcane plants is very important (Akbarian et al., 2022).  

In the last decade, drone technology equipped with multispectral cameras has shown its potential as a non-

destructive tool in precision agriculture (Candiago et al., 2015). The development of technology and access to cheap 

drones and remote sensing techniques have created opportunities for researchers to conduct studies on biomass 

estimation at harvest time and analysis of nitrogen content in leaves at a small plot scale (size 2m x 2m) through the 
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use of UAV LIDAR together with multispectral image processing techniques (Shendryk et al., 2020). Other studies 

use drone-based remote sensing for detection plant disease. Solahudin et al. (2015), for example, developed an 

analytical approach to detect Gemini virus infection in chili plants (Capsicum annuum L.) using aerial photos and 

Bayes segmentation-based image processing techniques. This approach depends on input from three color channels 

(Red, Green, Blue) and four targeted segmentation objects.  

Drones can be exploited to gather high-resolution imagery data from large areas in a short time (Narmilan et al., 

2022). This technology, when combined with machine learning algorithms, is able to analyze image data for predicting 

phenotypic parameters with high accuracy (Vijayakumar et al., 2023). The use of this method reduces costs and 

increases the efficiency of agricultural management, as well as supports sustainable agricultural practices (Guo et al., 

2020). Until recently, the research on crop yield prediction using multispectral cameras and machine learning (ML) 

have been developed rapidly. For example, (Costa et al., 2021) created a model based on machine learning to predict 

crop yields and related characteristics in wheat plants, which showed a high accuracy through the use of multispectral 

imagery. Kayad et al., (2019) applied ML techniques to project variations in the field and produced more reliable 

predictions compared to the vegetation index method when used in corn areas. 

This study aims to predict phenotypic parameters of sugarcane plants based on multispectral imagery taken by 

drones and to determine which combination of machine learning algorithms is the most effective and efficient for 

developing prediction models. Field data acquisition was carried out by conducting direct observations in the field and 

using drones equipped with multispectral cameras. The obtained data were then processed using Qgis software and 

was analyzed using several machine learning algorithms such as Random Forest (RF), Artificial Neural Network 

(ANN), and Support Vector Regression (SVR) to predict phenotypic parameters of sugarcane plants including sugar 

content (Brix value), number of stands, stem diameter, and plant height. This analysis was expected to reveal the 

potential and limitations of each algorithm in the context of precision agriculture applications and provide 

recommendations on the best methods for implementation in the field. Through the combination of multispectral 

imagery technology and artificial intelligence, it is expected that innovative solutions are discovered in developing 

productive and sustainable sugarcane plantations. 

 
Figure 1. Location of research dataset collection 

2. MATERIALS AND METHODS 

The study was conducted from November 2023 to February 2024. Field sample data collection was located in the 

sugarcane plantation area of PT PG Rajawali II Sindang Laut, Sampih Palutungan Village, Susukanlebak District, 

Cirebon Regency, West Java (-6.852289° S, 108.603628° E). Details of the data collection area were described by 
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polygons in Figure 1. Dataset processing and model development were carried out at the Bioinformatics Engineering 

Laboratory, Department of Mechanical and Biosystems Engineering, IPB University. 

The equipment required in this study consisted of hardware for the acquisition of sugarcane plant dataset images 

and data sampling in the field, namely: Smartphone equipped with Qfield software, refractometer to calculate brix 

values, calipers to measure the diameter of sugarcane stems, 5 m measuring tape to measure the height of sugarcane 

and Parrot Bluegrass Drone equipped with a multispectral camera. Equipment for data processing included HP 240 G8 

Notebook PC laptop that has been installed Python programming language. Furthermore, the software used for image 

acquisition using drones is FreeFlight Pro and Pix4Dcapture and Agisoft metashape while the software to support field 

dataset processing is QGis 3.28 Firenze and Google Colaboratory for data processing for the machine learning model 

used. The research workflow diagram is shown in the flow diagram in Figure 2. 

 

Figure 2. Research Workflow Diagram 

2.1. Field Data Collection 

2.1.1. Data Sample Collection 

Field data sampling on sugarcane plants was performed using a 2×2 m grids to collect information on the condition of 

phenotypic parameters of sugarcane. The use of Qfield software facilitates field data collection with high efficiency, 

reducing registration time and data input processes into the database. It also capable to digitize in the field, edit 

geometry and attributes, and integration with GPS and Android device cameras. Qfield allows GIS project 

management from Qgis on Android devices, with simple configuration steps. Field data was recorded and digitized 

through three layers (points, lines, and polygons) with certain attributes. The attribute table connected to the three 

layers recorded the following information: plantation name (string), block (string), area (integer), variety (string), 

plant age (integer), stem diameter (decimal), plant height (integer), number of stands (integer), brix value (decimal). 

Projects was then synchronized using the Qfield Sync plugin or by copying the project file to a smartphone device. 

2.1.2. Multispectral Drone Image Collection 

Image acquisition was carried out by a Parrot Bluegrass multispectral drone. Considering the optimal height and no 

down draft effect to the plant object, the flight was kept above the plot at an altitude 50-70 m and average speed of 3-5 

m/s. Images were taken automatically every 5 seconds (with a flight mission) without stopping the drone. The 

acquisition time between 11:30 and 13:30 is very good to avoid shadows formed by sunlight (Kerkech et al., 2020). 

The specifications of the drone and camera used in acquiring sugarcane plant images was detailed in Table 1. 
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Table 1. Specifications of Parrot Bluegrass Drone and Parrot Sequoia Camera 

Specifications Description 

UAV 

Weight 1850 g 

Size 50 × 44 × 12 cm 

Flight altitude 50 - 70 m 

Resolution 6.6 cm/pixel at 50 m 

Flight range Distance: max 2 km; Coverage: 30 hectares/battery 

Battery Lipo 6700 mAh 

Average flight duration 25 minutes 

Camera 

RGB Camera Full HD 1080p video, 14 MP wide angle photo, 3-axis stabilization, 32 GB internal memory. 

Multispektral Camera Spectrum: Green (550 nm  20 nm), Red (660 nm  20 nm), RedEdge (735 nm  5 nm), near-

infrared (790 nm  20 nm) 

2.2. Data Processing 

2.2.1. Field Sample Data Processing 

After collecting field data using a smartphone with the Qfield application, the data was imported from the device and 

processed using a computer. Field sample data were then spatially mapped for each phenotypic parameter which was 

processed on a computer for statistical and graphical analysis. Data analysis conducted in this study utilized the Qgis 

programming module using kriging interpolation to analyze the phenotypic parameters. 

The use of Geographic Information Systems (GIS) allows the collection of large and varied data, and allows for 

regular updates to initial information by adding the latest data (Nunes et al., 2009). Data analysis in this study used the 

Qgis programming module with the kriging interpolation method to analyze and provide estimates of an unsampled 

location point based on a weighted average of the surrounding data based on parameters of plant height, stem 

diameter, number of stands, and brix value in sugarcane plants. 

The kriging interpolation model is specifically designed for spatial analysis. Spatial errors show spatial 

autocorrelation, while in linear models, errors are considered independent (Jurado-Expósito et al., 2021). This method 

is similar to multiple linear regression applied in a spatial context, with random variables as the regression variables 

and random variables at the desired points as the dependent variables (Schirrmann et al., 2017). Its level of accuracy is 

influenced by several factors, including: (1) the number and quality of samples at each point; (2) the distance between 

the samples and the points being evaluated; and (3) the spatial continuity that needs to be considered. 

2.2.2. Multispectral Image Data Processing 

Image analysis is a key component in developing a predictive model for sugarcane phenotypic parameters. The 

collected data are stored in *.TIF format. The use of Pix4D Mapper software was carried out to create an orthomosaic 

from aerial imagery and merge UAV images (Kou et al., 2022). The merged drone images produced aerial maps for 

each color band, namely red (R), green (G), blue (B), RedEdge (RE), and near-infrared (NIR). Plot segmentation on 

each image was carried out using QGIS 3.28 Firenze Software to increase the data resolution to 2 x 2 m cells. The 

Zonal Statistics tool was used to display the index values per grid based on the average pixels in the same area. 

Image segmentation is the process of separating certain parts of an image that have certain characteristics or 

objects. A Region of Interest (ROI) is an area in an image that is relevant and interesting for a particular analysis. 

Image segmentation methods include Thresholding and color-based segmentation using a specific color space (such as 

RGB, HSV, LAB) or extraction of color features such as hue, saturation, or intensity. After image segmentation and 

ROI determination, the next step is to isolate the relevant regions for further analysis, such as object recognition, 

measurement, or image processing. Image feature extraction involves extracting important information from an image 

for pattern recognition, classification, or image analysis. Multispectral imagery is used in remote sensing and image 

analysis to extract features from various color bands such as Green, Red, RedEdge, and NIR. 
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2.3. Machine Learning Model Development 

Machine learning (ML) is a branch of artificial intelligence that focuses on developing computer systems that can 

learn and adapt to data without the need for explicit programming. In machine learning, computers use algorithms and 

statistical models to recognize patterns in data and make decisions or predictions based on those patterns. 

Mathematically, machine learning processes input in the form of a tuple (𝑋, 𝑌) where 𝑋 is an independent feature and 

𝑌 is a dependent or target variable. Supervised learning in machine learning is divided into two general problems, 

namely regression and classification (Cedric et al., 2022). A machine learning (ML) model for predicting sugarcane 

phenotypic parameters was developed by combining GIS data parameters (brix value, number of stands, diameter, and 

height) generated from the kriging interpolation method with the results of image feature extraction, namely: Green, 

Red, RedEdge, NIR. In this study, three machine learning models are used, as described in the following. 

2.3.1. Random Forest (RF) 

Random Forest is a technique often used to predict crop yields and is able to handle high data dimensions, is resistant 

to overfitting, and can explore important input variables (Munir et al., 2023). This Random Forest regression 

algorithm consists of decision trees that learn simultaneously and independently, with prediction results that combine 

information from each tree (Hanif & Gunawan, 2022). 

2.3.2. Support Vector Regression (SVR) 

Support Vector Regression (SVR) is a technique in regression analysis in machine learning (Khanal et al., 2018). The 

goal is to develop a hyperplane or a group of hyperplanes in an N-dimensional space, where N is the number of 

variables in the dataset. SVR tries to identify the hyperplane that best fits the highest number of points in the 

regression (Akbarian et al., 2023). This algorithm is popular in crop yield prediction because it is able to identify non-

linearities in the data, resulting in a more reliable and accurate model. SVR has advantages in strong generalization, 

high prediction accuracy, and easy implementation (Haryadi et al., 2022). 

2.3.3. Artificial Neural Network (ANN) 

Artificial Neural Network (ANN) is a powerful non-linear regression approach in machine learning to predict crop 

yields (Kumar et al., 2015). Overfitting can occur in non-linear models such as neural networks. In this study, a non-

linear Auto-Regressive network with exogenous inputs was used using Bayesian backpropagation regularization as a 

training function to avoid overfitting. ANN has been shown to be the most reliable and efficient in predicting 

multivariable data and non-linear data series (Ellafi et al., 2021). The entire data processing process for the ANN 

model was carried out in Google Colaboratory software. 

The performance of the three ML models was evaluated using two indicators of prediction accuracy, namely the 

coefficient of determination (R2) and the root mean squared error (RMSE). R2 can be interpreted as the fraction of 

variance explained by a given predictor as seen in Equation (1). RMSE in Equation (2) was used to estimate the 

measurement error. The greater the error associated with the associated error, the greater the RMSE value. 

R2 = 
∑ (𝑦𝑖−ŷ𝑖)²𝑛

𝑖=1

∑ (𝑦𝑖−ȳ𝑛
𝑖=1 )²

      (1) 

RMSE = √
1

𝑛
∑ (𝑦𝑖 − ŷ𝑖)²𝑛

𝑖=1      (2) 

where ŷi is the predicted yield (t/ha), yi is the actual yield (t/ha), (ŷ) is the average value of the actual yield, and n is 

the number of iterations.  

The models were assessed in terms of the accuracy of predicting phenotypic parameters by comparing the yield 

values obtained from the ML model with the potential values observed from field measurements. Each ML technique 

was performed through several iterations. Iterations by dividing the data based on each parameter into training data, 

training and testing, so that the R2 and RMSE values indicate the average of all iterations and the accuracy of the 

model. 
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3. RESULTS AND DISCUSSION 

3.1. Field Data Collection Results 

Data collection was carried out on sugarcane plantations that had rows of plants with a length of 8 meters. The 

location of sample data collection was determined based on the rows of plants with a grid size of 2 mx 2 m. In each 

grid, parameters were calculated including stem diameter, plant height, brix value and number of stands on sugarcane 

plants with multiples of 10 in the row of plants. Based on the analysis of field data from 62 samples taken from 

sugarcane plantations using a 2 mx 2 m grid, the average brix value of the measured samples was 20.06°Bx with 

minimum and maximum variations of 16.4 Bx and 21.4°Bx, respectively. This brix value indicates a fairly high 

concentration of sucrose in sugarcane, which indicates good sugar yield potential. The number of stands on sugarcane 

plantations has an average of 37 stems per sampling area (2 mx 2 m), with the lowest and highest variations between 

24 stems and 60 stems. This indicates a varied plant density throughout the plantation area. The average stem diameter 

of sugarcane plants was 27.59 mm. The observed stem diameter range was between 19 mm and 36.5 mm, indicating 

consistency in the physical growth of the plant. The average plant height was 2110 mm, with a height variation of 

1300 mm to 2740 mm. This variation reflects the differences in growth phases among plants in the same population. 

The field sampling map can be seen in Figure 3 and the description of the field data of 62 samples with a 2 mx 2 m 

grid as in Table 2. 

         

        
a. Brix Value (°Bx) b. Number of stands c. Stem diameter (mm) d. Plant height (mm) 

   
 

Figure 3. Sample collection map of 62 samples in the sugarcane plantation: (a) Brix value, (b) Number of stalks, (c) Stem diameter, 

(d) Plant height. 

a b 

d c 
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Table 2. Field data description of 62 samples with a 2 m x 2 m grid. 

Description Average Std Min Max 

Brix Value (°Bx) 20.06 1.03 16,4 21.4 

Number of Stalks 37 8 24 60 

Diameter (mm) 27.59 3.45 19 36.5 

Height (mm) 2110 34.81 1300 2740 

 

3.2. Data Processing Results 

3.2.1. Sample Data Processing Results 

In this study, the sample data was interpolated using kriging to estimate the location of an unsampled point based on 

the weighted average of the surrounding data. The flowchart of the field sample data processing process can be seen in 

Figure 4. For each phenotypic parameter, a variogram analysis was performed to measure the variability between 

points (experimental variogram) and lines (theoretical variogram). The experimental variogram fitting to the 

variogram model was performed using the parameter with the smallest RMSE value selected as the best. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Flowchart of the sample data processing 

Figure 5 shows the best variogram model based on the results of fitting phenotypic parameters. Figure 5(a) shows 

the experimental variogram on the brix value parameter using the adjust linear to sill model with the smallest RMSE 

with a value of 0.073. Figure 5(b) shows the experimental variogram on the number of stands parameter using the 

adjust exponential model with the smallest RMSE with a value of 297.944.  Figure 5(c) shows the experimental vario 

gram on the plant diameter parameter using the adjust Spherical model with the smallest RMSE with a value of 158.62. 

Median value of field sample 

kriging on grid 

Kriging interpolation with 

variogram model (theoretical and 

experimental) 

Clipping with land boundaries 

(Masking) 

Creation of land boundary polygons 

Field sample 

data 

Start 

Completed 
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(a)  (b)  

(c)  (d)  

Figure 5. Best kriging interpolation variogram model based on phenotypic parameters: a) Brix value b) Number of stands c) Stem 

diameter d) Plant height. 

  

  

a. Kriging Brix Value (°Bx) b. Kriging number of stands c. Kriging diameter (mm) d. Kriging height (cm) 

    

Figure 6. Spatial distribution map of kriging interpolation results for phenotypic parameters: (a) Brix value, (b) Number of stands, 

(c) Plant diameter, and (d) Plant height. 

Color Range # Grid %

Blue 19.92-20.03 79 19.65

Green 20.03-20.14 119 29.60

Yellow 20.14-20.25 103 25.62

Orange 20.25-20.36 70 17.41

Red 20.36-20.47 31 7.71

Color Range # Grid %

Blue 1.6-10.5 1 0.25

Green 10.5-19.3 0 0.00

Yellow 19.3-28.2 38 9.45

Orange 28.2-31.1 180 44.78

Red 37.1-45.9 183 45.52

Color Range # Grid %

Blue 24.8-26.0 25 6.22

Green 26,0-27.3 118 29.35

Yellow 27.3-28.5 217 53.98

Orange 28.5-29.7 34 8.46

Red 29.7-31.0 8 1.99

Color Range # Grid %

Blue 130.0-165.9 5 1.24

Green 165.9-193.9 74 18.41

Yellow 193.9-221.8 181 45.02

Orange 221.8-249.7 119 29.60

Red 249.7-277.7 23 5.72

a b 

c d 
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While Figure 5(d) shows the experimental variogram on the plant height parameter using the adjust Spherical model 

with the smallest RMSE with a value of 21.35. 

The estimation results of the kriging interpolation method using the best variogram model according to the 

smallest range value of the selected variogram were then carried out by the point kriging method with an exponential 

variogram. Figure 5 shows the spatial distribution of phenotypic parameters estimated by the kriging interpolation 

method using the best variogram model. 

Figure 6 (a) is a spatial distribution map of brix values, showing the dominant distribution of brix values with a 

range of values 20.03 - 20.14 (green color) and occupying approximately 29.60% of the total area of the study area. 

Figure 6 (b) is a spatial distribution map of the number of stands, showing the dominant number of stands with a value 

of 37.1-45.9 (red color) and occupying more than 45.52% of the total area of the study area. Figure 6 (c) is a spatial 

distribution map of plant diameter, showing the dominant plant diameter with a value of 27.3-28.5 (yellow color) and 

occupying more than 53.98% of the total area of the study area. Figure 6 (d) is a spatial distribution map of plant 

height, showing the dominant plant height with a value of 193.9-221.8 (yellow color) and occupying more than 

45.02% of the total area of the study area. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Flowchart of the multispectral drone image data processing 

3.2.2. Multispectral Drone Image Data 

In this study, multispectral drone imagery data was processed using zonal statistics tools from Qgis 3.28.0 Firenze 

software to analyze phenotypic parameters in the form of brix values, number of stands, plant diameter and plant 

height including the average, smallest value, largest value and standard deviation with a grid size of 2×2 m. The flow 

diagram of the multispectral drone imagery data processing process can be seen in Figure 7. Multispectral imagery 

from drones processed using Pix4D is in the form of a single band image with gray color. Observation of each 

spectrum (Green, Red, RedEdge and NIR) will be easier if the gray color is transformed into pseudocolor or full color 

as shown in Figure 8, making it easier to analyze the image visually based on color classification. 
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Median values of multispectral 

image bands on a grid 

Polygon creation: 

- Land boundaries 

- Land grid size 2 m x 2 m 

Image segmentation: 

- Normalization 
- Thresholding 

- Region of interest (ROI) 

Multispectral image data 

Start 

Image feature extraction with zonal 

statistics: 

- Green, Red, RedEdge, NIR 
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Figure 8(a) is a spatial distribution map of Green values, showing the dominant distribution of Green values with a 

range of values 0.059-0.071 (blue color) and occupying approximately 53.23% of the total area of the study area. 

Figure 8(b) is a spatial distribution map of Red values, showing the dominant Red values with values 0.061-0.093 

(blue color) and occupying more than 74.13% of the total area of the study area. Figure 8(c) is a spatial distribution 

map of Rededge values, showing the dominant Rededge with values 0.156-0.172 (yellow color) and occupying more 

than 48.76% of the total area of the study area. Figure 8(d) is a spatial distribution map of NIR values, showing the 

dominant NIR with values 0.178-0.203 (yellow color) and occupying more than 45.52% of the total area of the study 

area. The multispectral statistical zonal description of 402 samples with a 2 m x 2 m grid can be seen in Table 3. 

 

 

a. Green b. Red c. RedEdge d. NIR 

    

 

Figure 8. Zonal spatial distribution map of multispectral image statistics. 

Table 3. Multispectral statistical zonal description of 402 samples with a 2 m x 2 m grid 

Description Average Std Min Max 

Green 0.071 0.005 0.059 0.012 

Red 0.084 0.009 0.061 0.222 

Rededge 0.162 0.011 0.123 0.204 

Nir 0.188 0.022 0.128 0.252 

Color Range # Grid %

Blue 0.059-0.071 214 53.23

Green 0.071-.084 161 40.05

Yellow 0.084-0.096 17 4.23

Orange 0.096-0.108 6 1.49

Red 0.108-0.120 4 1.00

Color Range # Grid %

Blue 0.061-0.093 298 74.13

Green 0.093-0.125 80 19.90

Yellow 0.125-0.158 2 0.50

Orange 0.158-0.190 9 2.24

Red 0.190-0.222 13 3.23

Color Range # Grid %

Blue 0.123-0.140 15 3.73

Green 0.140-0.156 108 26.87

Yellow 0.156-0.172 196 48.76

Orange 0.172-0.188 75 18.66

Red 0.188-0.204 8 1.99

Color Range # Grid %

Blue 0.128-0.153 23 5.72

Green 0.153-0.178 107 26.62

Yellow 0.178-0.203 183 45.52

Orange 0.203-0.227 62 15.42

Red 0.277-0.252 27 6.72

a b 

c d 
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3.3. Results of Machine Learning Model Development 

Prediction of phenotypic parameters of sugarcane plants was developed by combining the results of multispectral 

image feature extraction, namely: Green, Red, RedEdge, NIR with data parameters (brix value, number of stands, 

stem diameter, plant height) generated from the kriging interpolation method into three machine learning models, 

namely Random Forest (RF), Artificial Neural Network (ANN), and Support Vector Regression (SVR). The three 

machine learning model parameters were adjusted by testing different combinations of model hyperparameters. 

Hyperparameter tuning on Random Forest (RF) for testing data is done to find the optimal configuration explaining 

the dataset and produces the best-fit model. In this tuning process, we examine six key parameters. These parameters 

include the number of decision trees (n estimator), the maximum depth of the tree (max depth), the minimum number 

of samples required to split an internal node (min sample split), the minimum number of samples per leaf, the number 

of features (max feature) and max leaf nodes. Hyperparameter values are taken randomly with a certain number of 

iterations. The best hyperparameters are determined based on the best coefficient of determination (R2). 

Hyperparameters for the Artificial Neural Network (ANN) model on the test data are implemented to identify the 

best configuration that can accurately map the dataset and create the most effective model. During this optimization 

process, five main parameters are analyzed. These parameters include the number of units in the hidden layer, 

activation function, weights in the network (solver), learning rate, number of iterations. Hyperparameter values are 

determined through random selection in a predetermined number of iterations. The most effective hyperparameters are 

identified based on the highest coefficient of determination (R2) value. 

For the Support Vector Regression (SVR) model, six unique kernels were developed and their specific parameters, 

including Scale, Epsilon, and Gamma, were adjusted for each combination. The SVR model that showed the highest 

effectiveness was determined by the best coefficient of determination R2 value. Detailed results of hyperparameter 

adjustments for each algorithm model are described in Table 4. 

Table 4. Hyperparameters for test data 

Algorithm Parameter Value 

Random Forest N estimator 20 

Max depth None 

Min samples split 5 

Min_weight_fraction leaf 0.0 

Max features Auto 

Mx_leaf_nodes None 

Artficial Neural Network Hidden layer 8 

Activation Relu 

Solver Lbfgs 

Learning rate Adaptive 

Max_iter 20000 

Support Vector Regression C 1.0 

Epsilon 0.1 

Kernel Rbf 

Gamma Auto 

Machine learning methods with predetermined hyperparameters, implemented through cross-validation techniques, 

divide the dataset into ten separate parts. In each round, the method examines the results of multispectral image 

feature extraction, namely: Green, Red, RedEdge, NIR as input parameters to estimate phenotypic parameters, 

namely: brix value, number of stands, stem diameter, plant height. The effectiveness of the predictive model is then 

measured using the coefficient of determination (R2) and root mean squared error (RMSE), the details of which are 

presented in Table 5. It shows that the Random Forest (RF) algorithm excels in predicting plant height with RMSE 

14.09 and R2 0.53. On the other hand, Artificial Neural Network (ANN) proved to be the most efficient in predicting 

brix value with RMSE 0.06 and R2 0.74 and number of stands with RMSE 2.13 and R2 0.68. The results obtained from 

using the ANN algorithm are more suitable for rapid assessment because of its efficiency in predicting important 
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parameters such as brix value and number of stands with high accuracy. Meanwhile, Support Vector Regression (SVR) 

showed the best performance in predicting plant diameter with RMSE 0.49 and R2 0.39. This indicates that the 

effectiveness of an algorithm is highly dependent on the specific parameters being predicted, with no algorithm being 

absolutely dominant in all aspects. The suitability of predictions and actual algorithm development for predicting 

phenotypic parameters in the field can be seen in Figure 9. 

Figure 9(a) shows the results of the brix value prediction with the best ANN algorithm with R2 0.74 and RMSE 

0.06. Figure 9(b) shows the results of the number of stands prediction with the ANN algorithm as the best with R2 0.68 

and RMSE 2.13. Figure 9(c) shows the results of the plant diameter prediction with the SVR algorithm as the best 

with R2 0.39 and RMSE 0.49. Figure 9(d) shows the results of the plant height prediction with the RF algorithm as the 

best with R2 0.53 and RMSE 14.09. 

Table 5. Results of algorithm development to predict field parameters 

Phenotypic parameter 

Algorithm 

RF ANN SVR 

RMSE R2 RMSE R2 RMSE R2 

Brix value 0.67 0.64 0.06 0.74 0.06 0.61 

Number of stalks 2.15 0.60 2.13 0.68 2.51 0.48 

Stem diameter 0.51 0.33 0.56 0.17 0.49 0.39 

Plant height 14.09 0.53 15.74 0.42 16.86 0.34 

 

  
(a) Brix value (Prediction using ANN) (b) number of stalks (Prediction using ANN) 

  
(c) Stem diameter (Prediction using SVR) (d) Plant height (Prediction using RF) 

 

Figure 9. The fit between predictions and actual algorithm development for predicting phenotypic parameters in the field: (a) Brix 

value, (b) Number of stands, (c) Stem diameter, and (d) Plant height. 
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4. CONCLUSION  

The development of non-destructive methods to measure phenotypic parameters of sugarcane plants is urgently 

needed because the current manual process is inefficient and potentially damaging to plants. The integration of drones 

with multispectral imagery and machine learning algorithms promises the ability to produce accurate phenotypic 

parameter predictions, reduce costs, and support sustainable agricultural practices. In this study, the implementation of 

field data sampling on sugarcane plants used a grid size of 2 mx 2 m with 62 samples to provide detailed information 

on the condition of phenotypic parameters in sugarcane plants. Then the data was analyzed using the Qgis 

programming module using kriging interpolation to analyze each phenotypic parameter. Multispectral imagery was 

taken using the Parrot Bluegrass drone , then the drone images that had been combined produced aerial maps for each 

color band, namely red (R), green (G), RedEdge (RE), and near-infrared (NIR) and were segmented using the zonal 

statistics tool to display the index value per grid based on the average pixel in the same area. Data from the 

multispectral spectrum captured by the drone was used as input to estimate phenotypic parameters such as brix value, 

number of stands, stem diameter, and plant height. Based on the results of the machine learning model development , 

the ANN algorithm model is the most efficient in predicting brix values with RMSE 0.06 and R2 0.74 and the number 

of stands with RMSE 2.13 and R2 0.68. The RF algorithm model stands out in predicting plant height with RMSE 

14.09 and R2 0.53. The SVR algorithm model shows the best performance in predicting plant diameter with RMSE 

0.49 and R2 0.39. This indicates that the effectiveness of an algorithm is highly dependent on the specific parameters 

being predicted, with no algorithm being absolutely dominant in all aspects. 
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