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ABSTRACT 
 

  

The trend of decreasing young workers in the agricultural sector needs to be anticipated by 

developing intelligent machines known as agricultural robots. This research aims to apply a 

stereo vision system to control the movement of the robot's grip towards the 3D position of 

the red chili fruit. The stereo vision system installed on the robot waist (joint-2) is used to 

capture plant images and process them using HSV masking filters and triangulation 

principal to  obtain the 3D center point position of the fruit. The robot joint movement is 

calculated using geometric based inverse kinematics. The research results show that the 

average accuracy of the stereo vision system is 93.9 %. The average grip positioning 

accuracy is 95.6 % to the actual chili fruit position and 98.5 % to the stereo vision 

calculation value. The average stability of the stereo vision values is 99.5 %, while the 

average positioning stability of the robot's grip is 99.6 %. Time consumption for image 

processing is 0.053 s while time consumption for robot grip movement is 9 s. Therefore, the 

stereo vision system can be used to control robot's grip movement with a good accuracy. 

1. INTRODUCTION 

Red chili fruit is a horticultural commodity that has high economic value and can be cultivated both in open fields and 

in greenhouses. The fruit of the chili plant can be sold when it is still green or when the fruit is ripe and red (Nurhafsah 

et al., 2021). Chili plants are susceptible to disease attacks, especially if cultivated in open fields, therefore it is 

recommended to cultivate them in a greenhouse or screenhouse. Moekasan et al., (2015) conducted a comparative 

study between chili cultivated in a screenhouse and cultivated in open fields. The results show that cultivation in a 

screenhouse can reduce insecticide costs by 73.19 %, and increase production by 106.45 % to 109 %. Delya et al., 

(2014) cultivates chili plants using a hydroponic system that is controlled automatically in a greenhouse. The research 

report shows that cultivation using an automatic hydroponic system is better than manual cultivation. Not only 

cultivation in a greenhouse, increasing production can also be done by selecting superior seeds. Ekowahyuni & 

Wulansari, (2022) conducted a cultivation comparative study between the IPB University breeding hybrid chili plant 

and commercial hybrid chilies. The research report shows that hybrid chilies produced by IPB University are superior 

and provide higher yields compared to commercial hybrid chilies. 

Chili plants are an agricultural commodity that requires a lot of labor to cultivate. However, the development of the 

agricultural sector in both developing and developed countries is facing problems in the availability of agricultural 

labor, especially the number of young farmers continues to decline, while older farmers are increasing (Susilowati, 

2016). To overcome the problem of decreasing young workers in the agricultural sector, efforts need to be made 
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through the application of agricultural machines that work automatically, known as agricultural robots. Many 

researches have been carried out on the use of robots for fruit harvesting activities in greenhouses (Onishi et al., 2019; 

Hua et al., 2019; Barbashov et al., 2022; Yoshida et al., 2022; Wang et al., 2022). In general, agricultural robots are 

designed in the form of an arm that has a working principle similar to a human arm. In order to be able to work 

automatically, the robot arm is equipped with at least several basic components including: manipulator, end-effector, 

visual system, and control system (Kaleem et al., 2023). Autonomous robots are also equipped with a transportation 

system (Jia et al., 2020). Several types of manipulators have been used in agricultural robots, including: Cartesian type 

(Subrata & Melania, 2023), articulated type (Feng et al., 2018; Tang et al., 2020), a combination of Cartesian type and 

articulated type (Raja et al., 2022). Several visual systems have been used in agricultural robots, including: RGB-D 

cameras (Yoshida et al., 2022), combination of camera and laser sensor (Feng et al., 2018), stereo camera (Sangeetha 

et al., 2018; Taryudi, 2018; Ibadillah, 2018; Angulo et al., 2022; Erceg et al., 2023; Umam et al., 2023).  The aim of 

this research is to utilize information obtained from stereo vision to control the movement of the robot arm towards the 

position of red chili fruit hanging on the tree. 

2. MATERIALS AND METHODS 

The materials used in this research were red chili plants of the Tanjung 2 variety with a plant age of 50 days after 

planting which was cultivated in pots. The tools used include: 2 Logitech type C270 cameras with an image resolution 

of 640 x 480 pixels and a focal length range of 4 mm , one unit of Mitsubishi Movemaster type RV-M1 articulated 

manipulator, Asus X200CA notebook, ruler, and millimeter block paper. The research was carried out in the 

instrumentation and control laboratory, department of mechanical and biosystems engineering, Faculty of agricultural 

technology, IPB University from August to December 2023. 

2.1. Stereo Vision 

The robot sensing system used in this research is a stereo vision system, namely two Logitech C270 type cameras 

installed side by side with a separation distance between the two lenses is 8 cm (Figure 1). The image of a chili plant 

placed in front of the camera will be captured by two cameras (stereo vision) at the same time using the Python and 

OpenCV programming languages. The resulting RGB (Red Green Blue) image is then converted into an HSV (Hue 

Saturation Value) image using the function cv2.cvtColor(image, cv2.COLOR_BGR2HSV). Red chili fruit pixels are 

separated from other pixels such as leaves, stems and unripe fruit using a masking filter with minimum HSV value and 

maximum HSV value using the cv2.inRange(HSV_image, HSV_minimum, HSV_maximum) function. The clustered 

of red chili pixels were than traced for their contour edges using the cv2.findContours() function. After obtaining the 

contour values, the number of red chilies, the center point of each cluster, and the size of the fruit (length and width) 

were calculated using the cv2.moments() and cv2.boundingRect() functions. In this research, all of the OpenCV 

functions mentioned above are combined for image processing purposes to obtain the 2D center point position of the 

fruit, then the three-dimensional position is calculated using equations 1 to 3 . The flow diagram of the algorithm for 

determining the center point of red chilies is shown in Figure 2. 

 

Figure 1. Stereo vision system. 
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Figure 2. Flow diagram of the algorithm for determining the center point of red chilies. 

 

As explained above, the red chili pixels were separated from pixels of the leaf, stem and green fruit components by 

taking RGB data as follows: the red chili image as much as 375 points, green chilies about 225 points, stems and 

leaves about 374 points at random positions in the image. The R, G and B values from that point are converted into H, 

S and V values and then plotted the relationship between G and R values, B and  R value, S and  H value, V and H 

value. The graph that can clearly show the separation between red chili fruit pixels and other plant components are 

used as reference values to separate red chili fruit pixels from other pixels. 

2.1.1. Three-Dimensional Positioning with Stereo Vision 

The three-dimensional position of the center point of the red chili fruit was calculated using the triangulation principle 

from images captured by left and right stereo vision cameras (Figure 3). If the lens focal distance from the camera to 

the sensitive surface of the camera (f) is known, then the 3D center point position of the fruit can be calculated using 

equations 1, 2 and 3. 

𝑍 =  
𝑓×𝐿

𝑋i2−𝑋i1
                                                                                            (1) 

𝑋 =
𝑋𝑖×𝑍

𝑓
                                                                                                 (2) 

𝑌 =  
𝑌i×𝑍

𝑓
                                                                                                 (3) 

where Z is the distance from the camera lens to the object (cm), L is the distance between the two stereo cameras (cm), 

f is the distance of the lens to the sensitive surface of the camera sensor (pixel), 𝑋𝑖2 − 𝑋𝑖1 is shift distance of the center 

point of red chili fruits in the horizontal direction (pixel), 𝑋𝑖 is the distance from the center point of the fruit to the 

center point of the left image in the horizontal direction (pixel), X is the distance from the center of the fruit to the 

center of stereo vision in the horizontal direction (cm), 𝑌𝑖 is the distance from the center point of the fruit to the center 

point of the left image in the vertical direction (pixel), and Y is the distance from the center of the fruit to the center of 

stereo vision in the vertical direction (cm). 
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(a)                                              (b) 

Figure 3. Stereo vision: (a). triangulation principle; (b). left image captured by stereo vision. 

 

The value of the variable f is found by placing red paper in front of the stereo vision in the Z axis at distance 

ranging from 300 mm to 600 mm with increments of 10 mm so that the pixel shifting value (Xi2 − Xi1) in the stereo 

vision can be calculated for each Z value and (Xi2 − Xi1) parameter are then entered into equation 1 to obtain the f 

value in pixel units. 

2.2. Robot Arm 

The robot arm used in this research is the Mitsubishi Movemaster RV-M1 type with the physical specifications as 

shown in the Figure 4. Robot arm weight is 20.2 kgf, robot driver weight is 23 kgf, robot power consumption is 612 

watts.  

Stereo vision is installed on the robot arm and the 3D position obtained from stereo vision is used to move the 

robot arm grip towards the center point position of the chili fruit. The robot arm used is an articulated type with five 

degrees of freedom, all of which are rotational joints (Figure 5) 

 

Figure 4. Physical specifications of the robot arm. 
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.         

Figure 5. Articulated manipulator (robot arm) with 5 degrees of freedom (left), Grip positioning process flow diagram (right). 

 

 

Figure 6. Sketch of the robot arm in Cartesian coordinates. 

The maximum rotating ability of each joint is: Waist (joint 1) = 300°, Shoulder (joint 2) = 130°, Elbow (joint 3) = 

110°, Wrist pitch (joint 4) = 180°, Wrist roll (joint 5) = 360° with the closest distance when the grip is horizontally 

oriented is 300 mm and the furthest is 557 mm. To move the grip of the robot arm to the position of the red chili fruit, 

it is necessary to derive an equation to change the 3D coordinate value of the red chili fruit center point into the 

absolute value of each joint which is commonly referred to as inverse kinematics. The same as the method used by 

Angulo et al., (2022) in this research the inverse kinematic calculations is done using geometric principles with the 

arm sketch in Cartesian Coordinates as shown in Figure 6. In this sketch, the center point of the manipulator's 

cartesian coordinates is at joint 2 position. 

𝑦2 = 𝑦1 − 𝐿3 sin(𝜃6)                                                                                 (4) 

𝑥2 = 𝑥1 − 𝐿3 cos(𝜃6) sin(𝜃1)       (5) 

𝑧2 = 𝑧1 − 𝐿3 cos(𝜃6) cos(𝜃1)      (6) 

𝜃1 = 𝑡𝑎𝑛−1 (
𝑥1

𝑧1
)       (7) 

𝜃3 = 180 − 𝑐𝑜𝑠−1 (
𝐿1

2+𝐿2
2−𝑥2

2−𝑦2
2−𝑧2

2

2𝐿1𝐿2
)      (8) 
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𝜃2 = 𝑐𝑜𝑠−1 (
𝑦2

√𝑥2
2+𝑦2

2+𝑧2
2
) − 𝑠𝑖𝑛−1 (

𝐿2

√𝑥2
2+𝑦2

2+𝑧2
2

sin(𝜃3))    (9) 

𝜃4 = 90 − 𝜃6 − 𝜃2 − 𝜃3       (10) 

where x1, y1, z1 are coordinates of the center point of the robot arm grip, x2, y2, z2 are wrist pitch coordinates (joint 4), 

L1 is upper arm length (mm), L2 is fore arm length (mm), L3 is the length of the link from the center of the wrist pitch 

to the center of the robot arm grip (mm), θ1toθ4 is angle of joint (), θ6 is angle of link L3 to the horizontal plane (). 

 

 

Figure 7. Robot arm motion control algorithm 

2.2.1. Robotic Arm Control 

In this research, stereo vision is installed on the left side of joint 2, therefore the robot arm needs to be moved 90 

degrees clockwise so that the stereo vision scanning area directed towards the plant being placed in front of the robot. 

The computer program then captures and processes the captured image to obtain information on the three-dimensional 

position of the center point of the red chili fruit. The 3D center point position of the chili fruit with respect to the 

Cartesian coordinates of the stereo vision is converted into a 3D position of the fruit with respect to the Cartesian 

coordinates of the robot arm. The 3D center point position of the fruit which become the target point for the grip 

movement is then converted into an absolute angle for each joint using the inverse kinematic equation. The absolute 

angle value of each joint is checked for compliance with the permitted angle range. If all joints are within the 

permitted range, it means the grip can be moved to the position of the center point of the fruit. The movement of each 

joint is carried out using the relative angle value, namely the absolute value resulting from the inverse kinematic 

calculation minus the absolute angle value of the current position (before being moved). After being moved to the 3D 

position of the red chilies fruit then moved again to the initial harvesting position. The complete robot arm motion 

control algorithm is presented in Figure 7. 
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2.2.2. Data Collection and Processing 

Some of the data measured in this research include: the actual 3D center point position of the red chili fruit captured 

by stereo vision, the 3D center point position of the grip after being moved to the position of the red chili fruit, the 

time required to take a stereo image until getting the 3D position value of the red chili fruit, the time required for the 

grip to move to the position of the red chili fruit. The measured data is then processed to determine the 3D positioning 

accuracy of the stereo vision and the 3D positioning accuracy of the robot arm grip movement. 

3. RESULTS AND DISCUSSION  

3.1. Stereo Vision 

The stereo vision system has been installed on the left side of joint 2 robot arm using an acrylic plate as in Figure 8 so 

that the cameras are moving along with the motion of the robot arm. The chili plants cultivated in polybags is placed 

in front of the robot arm. Before capturing the image, the stereo vision lens needs to be directed towards the chili 

plants by moving joint 1 and joint 2 to the absolute angle position of 90, joint 3 to the absolute angle position of –90, 

joint 4 to the absolute angle position of 80. Images of plants containing red chilies, green chilies, stems and leaves 

were recorded, then the Red Green Blue (RGB) values from the image of the red chili fruit was taken at 375 points, 

the image of the green chili fruit was taken at 225 points, and the image of the stem and leaves at 375 points randomly. 

The R, G and B values from that point are converted into Hue, Saturation and Value (HSV) data and then the 

relationship between the Green and Red, Blue and Red, Saturation and Hue, Value and Hue values is plotted at Figures 

9 and 10. 

 

Figure 8. Robot arm while capturing images (left), and movement of the robot grip towards the position of the chili fruit (right). 

 

     
Figure 9. Plots of the RGB values: (left) G and R relationship; (right) B and R relationship. 
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Figure 10. Plot of the HSV values: (left) S and H relationship; (right) V and H relationship. 

 

The red chili pixels in Figure 9 are quite difficult to separate from other components, therefore the RGB values are 

not used for image segmentation. The red chili fruit pixels in Figure 10 are easier to separate from other components 

compared to Figure 9, therefore in this study the HSV value was used for image segmentation. The HSV parameter 

values used are 351 ≤ H ≤ 360, 0 ≤ H ≤ 22, 0.17 ≤ S ≤ 1.00 and 0.05 ≤ V ≤ 0.59. Because of the HSV color model 

used in OpenCV has a value range of 0 to 180 for parameter H, 0 to 255 for parameter S and 0 to 255 for parameter V, 

therefore the values used to separate red chili pixels are 175 ≤ H ≤ 180, 0 ≤ H ≤ 11, 42 ≤ S ≤ 255, and 14 ≤ V ≤ 151. 

The HSV color model combined with other methods has been carried out by Hadinegoro & Rizaldhi, (2021) to 

determine the ripeness of cayenne pepper with an accuracy of 93.58 %. The HSV color model combined with the 

SVM (Support Vector Machine) algorithm was carried out by Indrabayu et al., (2019) for classification of strawberry 

ripeness with an accuracy of 97%. 

3.2. Determining the Focus Distance of a Camera Lens 

The focal distance of the lens expressed by the variable f is used to calculate the 3D position of the red chili fruit using 

the triangulation principle. Therefore, the value of the variable f used in equations 1 to 3 needs to be calibrated. The 

calibration process is carried out by placing red chili fruit in front of the stereo vision system starting from a distance 

of 300 mm to 600 mm with increments of 10 mm. The image captured by the stereo vision system is then segmented 

into a binary image and then the distance from the center point of the red chili fruit (in pixels) to the left edge of the 

stereo image is calculated, which is expressed by the variables 𝑋i1 and 𝑋i2 respectively for the left camera and right 

camera images. The calibration results using equation 1 show that the average lens focal distance is 822 pixels. 

3.3. Determination of the Center Point of Fruit 

The image of the chili plant placed in front of the robot arm was taken using the left camera as seen in Figure 11a, then 

segmentation was carried out using HSV masking filter (Figure 11b) and its 2D position was calculated in pixel units 

(Figure 11c). At almost the same time, the chili plant image was also taken using the right camera (Figure 11d), then 

segmented using HSV masking filter (Figure 11e) and its 2D position was calculated in pixel units (Figure 11f). 

The 2D center point position of the red chilies captured by the left and right cameras is then processed using 

equations 1-3 to obtain the 3D position of each red chili in stereo vision cartesian coordinates. In this study there were 

three conditions based on the number of red chili fruit captured in the image, namely only one red chili fruit, three red 

chili fruits and five red chili fruits. In this study, all the fruits used were oriented straight downward so no further 

processing was carried out to obtain the real orientation of each chili fruit especially chilies with a sideways 

orientation. Therefore, the grip orientation is still limited to chilies with a straight downward orientation. 

The 3D position of the actual red chili fruit and the 3D position captured by stereo vision are then converted into 

the Euclidian value using equation 11. The 3D positioning error is also presented in the form of Euclidian value using 

equation 12. 
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(a)                                             (b)                                            (c) 

   
(d)                                            (e)                                            (f) 

Figure 11. Results of stereo vision image processing: a to c for the left camera, d to f for the right camera. 

 

𝐸𝑢 =  √𝑥2 + 𝑦2 + 𝑧2        (11) 

𝐸𝑟 = √𝐸𝑥
2 + 𝐸𝑦

2 + 𝐸𝑧
2         (12) 

where Eu is Euclidian value of 3D position of red chili fruit (mm); x, y, z is actual or captured 3D position of the red 

chili fruit (mm); Er is Euclidian value of the 3D positioning error (mm), and 𝐸𝑥, 𝐸𝑦, 𝐸𝑧 = Error on x-axis, y-axis and z-

axis (mm).  

The movement pattern of the grip center point towards the position of the chili fruit is starting from the scanning 

position (position 0), followed by rotation of joint 1 equal to the angle resulting from the inverse kinematic calculation 

minus the absolute angle at position 0 (movement 1 and the tip of the arrow indicating position 1) as shown in Figure 

12. Furthermore, joint 2, 3, 4, 5 are rotated simultaneously so that the grip is moves towards the center of the fruit 

(Movement 2). In this study, the fruit was not picked but only measured the accuracy of the grip positioning relative to 

the position of the fruit. After the grip reaches the fruit position, joints 2, 3, 4, 5 are ratated again so that the grip 

moves to position 1 (movement 3). The movement pattern to the second fruit position is the same as the movement 

pattern to the first fruit position, except that it starts from position 1 and finishes at position 4 (arrow tip of movement 

4 indicating position 4). The movement towards the third fruit starts from position 4 and finishes after movement 9. 

 

Figure 12. Illustration of the movement pattern of the center grip towards the position of the chili fruit (top view). 
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Figure 13. Euclidian 3D position of red chili fruit 

 

 

 
Figure 14. Relationship between Euclidian 3D actual position (left), 3D estimated position (right), and the Euclidian position of the 

robot arm grip after the robot arm is moved. 
 

 

The relationship between Euclidian values of the actual 3D position of the red chili fruit and the Euclidian value of 

the 3D position captured by the stereo vision is then plotted as shown in Figure 13. The relationship between Euclidian 

values of the actual 3D position of the red chili fruit, the 3D position captured by stereo vision which has been 

expressed in Cartesian coordinates of the robot arm and the center position of the robot arm grip is plotted sequentially 

as shown in Figures 14a and 14b. 

From Figure 13, it can be seen that the Euclidian value of the 3D position captured by stereo vision is not much 

different compared to the Euclidian value of the actual 3D position. The average Euclidian error for 1 red chili, 3 red 

chilies, and 5 red chilies respectively is 19.4 mm, 20.9 mm, and 17 mm or equivalent to 6.6%, 6.4%, and 5.4% 

respectively. The 3D positioning accuracy of the stereo vision for 3 combinations of the red chili fruit number on 

image i.e: 1 red chili fruit, 3 red chili fruits, and 5 red chili fruits  respectively is 93.4%, 93.6%, and 94.6%. This 

detection accuracy is the same as that obtained by Hadinegoro & Rizaldhi, (2021) but slightly lower compared to the 

research results conducted by Indrabayu et al., (2019) which is probably because of the red chili fruit is curved (not 

straight or round). In Figure 14a, it can be seen that the data values are more spread out compared to Figure 14b 

because the actual motion of the robot arm grip is calculated based on the 3D position value captured by stereo vision, 

not based on the actual 3D position of the red chili fruit. The error value shown in Figure 14a is a combination of 

stereo vision error and robot arm grip positioning error. 

On average, the Euclidian error between the 3D position of the robot arm grip and the actual 3D position of the red 

chili fruit for the three treatments, namely 1 red chili fruit, 3 red chili fruits, 5 chili fruits on the image respectively is 

15.4 mm, 24.3 mm, 20.5 mm or equivalent to 3.4 %, 5.2 % and 4.5 % respectively. The positioning error obtained in 

this study is the same as that obtained by Sangeetha et al., (2018) namely 20 mm. The accuration value between the 
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3D position of the robot arm grip and the actual 3D position of the red chili fruit for 1 fruit, 3 fruits and 5 fruits on 

each image respectively is 96.6%, 94.8%, 95.5%. In this research, the inverse kinematic value is calculated based on 

the 3D position obtained from the stereo vision system, not based on the actual 3D position of the fruit. The average 

Euclidian error between the 3D position of the robot arm grip and the 3D position of the red chili fruit captured by the 

stereo vision for three treatments, namely 1 chili, 3 chilies, 5 chilies on each image is 7.6 mm, 6.3 mm, 8.2 mm or 

equivalent to 1.6 %, 1.3 % and 1.7 % respectively. The accuration value between the 3D position of the robot arm grip 

and the 3D position of red chili fruit captured by the stereo vision for 1 chili, 3 chilies and 5 chilies on each image 

respectively is 98.4%, 98.7%, 98.3%. 

3.4. Stability Measurements of Stereo Vision and Robot Arm Motion 

The 3D positioning stability of the stereo vision system used in this research is very important to ensure the accuracy 

of the data produced by the stereo vision system so that the grip of the robot arm can be moved to the accurate 

coordinates. The measurement stability of the stereo vision system and the positioning stability of the robot arm grip 

are presented in Figures 15a and 15b. Figure 15a shows that the measurement stability of the stereo vision system is 

quite good. In this case, only 20 of the red chili fruits were analysis each with three repetitions. The average Euclidian 

value of the 3D position measuring error of the stereo vision system is 0.5% or equivalent to 99.5 % stability, while 

the Euclidian value of the 3D positioning error of the robot arm grip is 0.4% or equivalent to 99.6 % stability (Figure 

15b). 

 
Figure 15. Stability measurement of the stereo vision system (left), and positioning stability of the robot arm grip (right). 

 

3.5. Response Time 

It is important to know the response time of the stereo vision system and the response time of the robot arm movement 

to estimate the duration time required to harvest one red chili fruit. In this research, the average scanning time required 

to obtain the 3D position of a red chili fruit using a stereo vision system for images containing 1 chili, 3 chilies and 5 

chilies in each image with 3 repetitions respectively is 0.050 s, 0.052 s, 0.056 s. The duration time required to process 

images captured by the stereo vision system is faster than the research results conducted by Onishi et al., (2019)  

which takes 2 seconds. The average duration time required to move the robot arm grip towards the position of the red 

chili fruit which is in the Euclidian range from 300 mm to 600 mm is not too different, namely around 9 seconds or 

roughly equivalent to the harvesting time of 18 seconds for each chili fruit using level 7 joint movement speed. The 

estimated harvesting time in this study is slightly faster than the research results conducted by Yoshida et al., (2022) 

for one arm which takes 20 s, but slightly slower than the research results conducted by Onishi et al., (2019) which 

requires a harvesting time of 16 seconds. 
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4.  CONCLUSION  

A stereo vision system designed using two Logitech type C270 digital cameras has been installed on the left side of 

the waist (joint 2) of the Mitsubishi Movemaster RV-M1 robot arm for capturing and calculating the 3D position of 

red chili fruits. The 3D position value of the red chili fruit captured using stereo vision has been successfully used as 

an input value to control the positioning movement of the robot arm grip towards the center point of the red chili fruit. 

The average of the 3D positioning accuracy of red chili fruit images captured using a stereo vision system for 3 

treatments is 93.4 %, 93.6 %, and 94.6 % for 1 fruit, 3 fruits, and 5 fruits on each image respectively. The accuration 

value between the 3D position of the robot arm grip and the actual 3D position of the red chili fruit for 1 chili, 3 

chilies and 5 chilies on each image respectively is 96.6%, 94.8%, 95.5%. The accuration value between the 3D 

position of the robot arm grip and the 3D position of the red chili fruit captured by the stereo vision system for 1 chili, 

3 chilies and 5 chilies on each image respectively is 98.4%, 98.7%, 98.3%. The average Euclidian value of the 3D 

position measuring error of the stereo vision system is 0.5% or equivalent to 99.5 % stability, while the eucledian 

value of the 3D positioning error of the robot arm grip is 0.4% or equivalent to 99.6 % stability. In this stability 

analysis, only 20 of the red chili fruits were used with three repetitions. The duration time required for stereo vision to 

determine the 3D position of the red chili fruits in each image is 0.053s, while the duration time required for the robot 

arm grip to move towards the center of the red chili fruit is 9s. 
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